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Abstract- The limit of detection (LOD) is defined as the lowest quantity or concentration of a 

component that can be reliably distinguished from the limit of blank (LOB). LOD value is one 

of the most important parameters considered for many determination methods and is usually 

calculated on the linear correlation between signal and concentration. However, the linear 

correlation may not always be obtained in experimental studies. We claim that data with low 

linear correlation have meaning, and we present such a study because analytical studies based 

on these data are not easily understood in the literature. In this manuscript, we suggest that a 

calibration curve can be obtained from nonlinear data points and the LOD value can be 

calculated. We tested this approach for the determination of exosomes and supported it with 

mathematical calculations. We produced a label-free sensor using anti-CD63 on the gold 

electrode for selective and reliable impedimetric detection of the exosomes obtained from Colo 

320 cell lines in data points that are high concentrations and out of linearity. We characterized 

in detail what each calculation means. This sensor with a LOD value of 3.90×1011 exosome 

particles µL-1 and with a cubic polynomial model for the calibration curve was considered 

sensitive and reliable, especially for high vesicle content of samples such as cell culture 

medium. 
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1. INTRODUCTION  

Exosomes are sub-micron-sized lipid transporters released from cells by exocytosis. The 

diameter of an exosome of endosomal origin ranges from 40 to 160 nm (average ~100 nm). 

Transmembrane proteins such as the tetraspanins CD9, CD63, CD81, and CD82 are widely 

used to identify exosomes [1]. It is possible to list many methods for separating exosomes from 

extracellular vesicles of different sizes and masses. One of the most common techniques is 

ultracentrifugation which requires centrifugation steps up to 200,000 g [2]. Recently, some 

researchers have used kit isolation due to its ease of application [3]. Another recent method for 

isolation is immunoaffinity-based methods, which are more effective in terms of specificity, 

affinity, and stability in the isolation of exosomes . 

Exosomes have a great effect on striking issues such as intercellular communication, and 

immune response, and are a cancer marker, considering the functions of exosomes. Exosomes 

play a critical role in cell-to-cell communication by carrying out the transport processes of 

nucleic acids (DNA, mRNA, miRNA) [4], proteins, and lipids through cargo container cores 

[5]. The occurrence of the pickling process in lipid vesicles prevents the changes or 

deterioration of the cargo content. Furthermore, exosomes' uptake pathways or exosome 

specificity cause communication to proceed differently. For example, the macropinocytosis 

method suggests that the oncogenic signals induced by mutant KRAS expression lead to 

exosome uptake in human pancreatic cancer cells [6]. On the other hand, intercellular 

communication progresses more precisely during reproduction, pregnancy, and embryonic 

development processes. Exosomes are also involved in both infection prevention [7] and 

regulation of immune response [8]. For example, a relationship can be given between the 

exosomes in breast milk containing miRNA with immune functions and the exosome 

promoting healthy postnatal growth [9]. The studies to examine the intercellular 

communication process in normal and pathological cells have greatly increased the interest in 

exosomes. The most important reason for this is that factors known to be formed by cancer 

cells are released by exosomes [10] because exosomes affect neoplasia, tumor growth and 

metastasis, paraneoplastic syndromes, and resistance to therapy. In addition, the exosome level 

is high in blood samples of cancer patients (such as prostate, lung, and stomach) in healthy 

individuals [11,12].  

In recent years, point of care assays-especially biosensors has attracted the attention of 

scientists in terms of the determination of exosomes due to their features such as ease of use, 

fast response, and high sensitivity [13]. Many biosensors have been developed, such as 

colorimetric [14,15], fluorescent [16,17], surface plasmon resonance (SPR) [18,19], surface-

enhanced Raman scattering (SERS) [20] and electrochemical (EC) [21,22], biosensors. 

Electrochemical biosensors continue to be developed in terms of miniaturization and portability 

with the modernization of integrated circuit technology and the design of new electrode types. 

Electrochemical impedance spectroscopy (EIS) is a powerful technique for the characterization 
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of the sensor surface after modification as a method in which the resistance of the 

electrochemical interface is monitored. 

The impedance of an electrochemical system is obtained in two ways: Nyquist and Bode 

plots. The Nyquist plot represents the real and imaginary parts (-ZIMAG vs. ZREAL) of the 

impedance at different frequencies and is used to explain the electrode surface with the 

equivalent circuit models such as the charge transfer resistance (RCT), double layer 

capacitance (CDL), etc. [23,24]. In the Bode plot, the diagram shows the impedance and phase 

angle against frequency (modulus [Ω] / phase [°] vs. frequency [Hz]) [25]. In the literature, the 

Randles equivalent circuit and its derivatives are used to obtain the RCT value as an output 

signal for impedimetric biosensors [26–28]. However, the Nyquist plot does not directly 

include impedance information via frequency. In Bode plots, magnitude and phase angle show 

how the magnitude of the impedance and the phase angle alter as a function of frequency [29]. 

Also, the Bode plot is based on the asymptotic approach that provides a simple method for 

plotting the logarithmic magnitude curve [30], and one can directly comment on the stability 

of the system, by using only one graph. In the Bode plot with its superior properties, the 

impedance overcomes the difficulty with the validation because of the nonlinearity in the 

calibration curve [31,32]. 

In the literature, there are many types of LOD calculation methods created with the signal 

points observed due to the presence of the analyte and are calculated by one of the methods in 

Table 1.  

 

Table 1. Comparison of different methods for parameter "Detection limit" 

Methods Definitions References 

 
𝑆

𝐷
=

2𝐻

ℎ
 

H, the height of the peak; 

h, half-height width 

[33] 

𝐿𝑂𝐷 = 𝑋𝑏 + 3𝑆𝑏 𝑋𝑏 , the mean concentration of the 

blank; 

𝑆𝑏 , the standard deviation of the 

blank 

[34] 

𝐿𝑂𝐷 = ȳ0 + 𝑡 × 𝑆(𝑦) 

 

ȳ0, value of blank samples or 0;  

 

[36] 

𝐿𝑂𝐷 = 𝑡 × 𝑆(𝑥) S(x) is the standard deviation of 

the analyte;  

t, Student’s Coefficient 

[37] 

𝐿𝑂𝐷 = ā + 𝑡 ×
𝑆(𝑦)

√𝑛
 

ā, average intercept; 

S(y) is standard deviation of blank 

samples; 

n, the number of repeated 

measurements 

[38] 

𝐿𝑂𝐷 = 3.3 ×
𝑆𝑑

𝑚
 

m, the slope of the calibration 

function; 

Sd, standard deviation of the blank 

samples 

[39] 
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Using the signal-to-noise method, the peak-to-peak noise around the retention time of the 

analyte is measured, and then the concentration of the analyte is estimated, which will give a 

signal equal to a certain value. The signal corresponding to the corresponding component is 

equal to 20 times the width h [33]. Blank analysis, on the other hand, is applied when the blank 

gives the result with a standard deviation other than zero [34]. For a linear calibration curve, 

the instrument response is assumed to be linearly related to concentration over a limited 

concentration range. It can be expressed in a model such as y=mx+n. In this method, a series 

of low values close to zero is used for the calibration curve, resulting in a more homogeneous 

distribution and a more relevant evaluation [35]. 

Method validation is an important requirement, especially in analytical determination 

processes. Although the most common is the one as linear calibration curves, applications for 

using this method on nonlinear curves are complex and not practical. Therefore, many different 

methods have been developed for nonlinear conditions in the literature. Zhou et al. proposed a 

nonlinear calibration method based on sinusoidal excitation and DFT transform. In that study, 

a mapping relationship was established between the sampling value and the theoretical 

calculation value, and the cubic spline interpolation method was used to further reduce the 

calibration error [40]. In addition, many different calibration curve methods have been 

developed in the literature, especially for highly concentrated biomolecules and curves that can 

be seen as exponential due to the logarithmic concentration axis [41–44]. 

In this work, we attached a specific antibody for the exosome surface antigen of CD63 by 

modifying the gold electrode (GE) surface and used the impedance data directly to obtain a 

calibration graph for exosome concentration. Four different mathematical models were 

obtained by using MATLAB software, and their standard deviations (SDs) and calibration 

coefficients (R2) were analyzed. In addition, the RCT values obtained by simulating the Nyquist 

plots and their appropriate equivalent circuit (RS(CDLRCT)W) were performed to show the linear 

relation in its calibration graph and to characterize the electrode surface. In this paper, we 

mainly aimed to explain the calculation of the limit of detection (LOD) in a nonlinear 

calibration curve proposed by more complex mathematical models comparing the ones already 

existing in the literature. 

 

2. EXPERIMENTAL SECTION 

2.1. Materials and reagents 

11-Mercaptoundecanoic acid (MUA), 1-ethyl-3-(3-(dimethylamino)propyl) carbodiimide 

(EDC), N-hydroxysuccinimide (NHS), bovine serum albumin (BSA), potassium ferricyanide, 

potassium ferrocyanide were purchased from Sigma-Aldrich. Potassium dihydrogen 

phosphate, sodium hydrogen phosphate, sodium chloride, potassium chloride, and sodium 

hydroxide were purchased from Merck. All chemicals were of analytical grade and used 

without further purification. All aqueous solutions were prepared with deionized water of 
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resistivity not less than 18.2 MΩ  (Millipore UHQ). An anti-CD63 antibody (clone MX-

49.129.5) was purchased from Santa Cruz Biotechnology, Santa Cruz, CA, USA, and an anti-

CD63 sample was used without further purification and diluted in pH 7.4 of PBS solution.  

 

2.2. Apparatus  

The electrochemical measurements were performed using IVIUM-CompactStat (Ivium 

Technologies, Netherlands) electrochemical analyzers. Gold electrode (2.0 mm diameter, 

Bioanalytical Systems, Inc.) after antibody modification was used as a working electrode. A Pt 

wire and Ag/AgCl electrode (Bioanalytical Systems, Inc.) were used as the counter and 

reference electrodes, respectively. The acquired impedance values were analyzed by using 

ZsimpWin software. Exosome concentration was determined with ELISA at 450 nm using the 

NanoDrop ND-1000 spectrophotometer (NanoDrop Technologies Inc., Wilmington, DE).  All 

experiments were carried out at room temperature.  

 

2.3. Colo 320 Cell Culture 

Primary human colon cancer cell line (Colo 320, HTL95027, INTERLAB Cell Line 

Collection, Genova, Italy), was used to obtain exosomes. The Colo 320 cell line was cultured 

in RPMI-1640 (F-1213, Biochrom, Berlin, Germany) containing 10% fetal calf serum (FCS) 

(Capricorn Scientific, FBS-12B), 1% L-glutamine (Capricorn Scientific, GLN-B), and 1% 

penicillin-strept (Capricorn Scientific, PS-B). The cells were cultured at 37 °C in an incubator 

with 5% CO2 (ESCO, CCL-170B-8). Morphological imaging of the cells was performed with 

an inverted microscope with phase contrast attachment (IX71, Olympus, Japan) in Figure 1. 

The morphology of the cells was shown to be a semi-adhesive structure.   

 

 

Figure 1. Colo 320 cell culture. Day 7 (a), day 14 (b) scale bars: 100 µm 

 

2.4. Exosome Derivation 

The miRCURY™ Exosome Isolation Kit (Exiqon 300102) was used for the exosome 

derivation. First, the cell culture condition media of Colo 320 were collected and centrifuged 

at 3200 g to get rid of the cell debris. After centrifugation, the supernatant was transferred to 
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another tube, and 4 ml of precipitation buffer was added and mixed. Then the samples were 

incubated for 60 min at 4 °C. Following the incubation, centrifugation was performed at 3200 

g at 20 °C. Then the supernatant was removed, the pellet respined for 5 sec and the existing 

supernatant was discarded.  

 

2.5. Exosome particle determination with ELISA 

The exosome particle levels in the sample were measured spectrophotometrically by using 

a commercial assay kit, according to the manufacturer’s instructions (ExoELISA-ULTRA 

Complete Kit (CD63 Detection), System Biosciences, CA, USA). Briefly, the various 

concentrations of standard proteins and exosome samples were added to the microtiter plate, 

after the commercially purchased standard proteins were thawed on ice. Then, the microtiter 

plate was covered with parafilm and incubated at 37 °C for 1 hour by gentle mixing. CD63 

primary antibody was applied to each well and incubated at room temperature. A secondary 

antibody was added to each well in a blocking buffer and incubated for 1 hour. For each 

incubation step, the wells were washed with the buffer solution. After the samples were 

incubated with super-sensitive TMB ELISA substrate for 5-15 minutes in a shaker, a stop 

buffer was applied, and reading was performed at 450 nm in the ELISA reader. 

 

2.6. Antibody modification of gold electrode 

Firstly, a carboxylic acid decoration was obtained on a gold electrode surface with Au-S 

interaction after the treatment of MUA. For this purpose, the electrodes were immersed in 1 

mM of MUA solution and then allowed to stir overnight at room temperature in the dark. After 

washing with ethanol to remove unbound MUA, the electrodes were treated with 0.4 M 

EDC.HCl and 0.1 M NHS for 1 hour to activate the carboxylic acid groups. After the process 

was completed, each electrode was incubated with 0.5 nM anti-CD63 for 2 hours at 4 oC. Then, 

the gold electrodes were washed with 1 ml of PBS 7.4. To prevent non-specific binding on the 

transducer surface of unmodified carboxylic acid groups, a final incubation was utilized in 

0.1% BSA solution. After the modification steps, cyclic voltammetry (CV) and EIS 

measurements of anti-CD63 modified electrodes were recorded against the various 

concentrations of Colo 320 exosomes.  

 

2.7. Exosome detection with EIS 

We present an exosome biosensor based on a biological reaction between anti-CD63 

antibody and CD63 exosome surface antigen. Since the Faradaic method was preferred in the 

measurements, 1 mM of K3[Fe(CN)6] and K4[Fe(CN)6]  were used as the redox probe in PBS 

solution. After electrochemical measurements were obtained on antibody-modified electrodes, 

they were washed with pH 7.4 PBS buffer solution to have a free redox probe. Then, each 
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electrode was incubated with 250 µl exosome samples in the concentrations of 4.0×1012, 

1.2×1013, 2.0×1013, 2.8×1013, 3.6×1013 exosome particles µ𝐿−1 at room temperature for 30 

minutes as a moderate period. Electrochemical impedance spectroscopy results were evaluated 

in the form of ‘relative response’ (RRn) associated with an increasing amount of analyte to 

evaluate the biosensor system. RRn is defined by: 

𝑅𝑅𝑛
𝑓

= [𝑅𝑅𝐸𝑥
𝑓

− 𝑅𝑅𝐴𝑏
𝑓

) /𝑅𝑅𝐴𝑏
𝑓

]        

where RRAb was the response, when only antibody was attached at the transducer surface, i.e. 

no analyte at the surface, RREx was the response received after incubation with the same 

frequency, f, different concentrations of exosome. By choosing the relative response method in 

the evaluation of real impedance analysis on the electrode surface, possible differences that 

may occur on the electrode surface were prevented.  

The values of different electrical parameters have been extracted from experimental 

data with the help of ZsimpWin software. Validation of the data was provided with the chi-

squared (χ2) test. Relative change of chi-squared has been found less than 1×10−5 [45]. 

 

2.8. Curve Fitting 

Since the concentration values of our samples were quite huge, we performed the polyfit 

command with the scaling option in MATLAB software to obtain the correct coefficients in 

the quadratic and cubic models for the calibration curve.  

 

3. RESULTS AND DISCUSSION 

3.1. Device Fabrication 

The gold electrodes had two basic elements: the first one was the MUA monolayer, and the 

other was anti-CD63 used as an exosome bioreceptor. The MUA monolayer was attached to 

the gold electrode by an Au-S bond. Covalent immobilization of anti-CD63 to -COOH 

functional transducer was carried out with EDC/NHS coupling agents. Sensitivity as one of the 

most important factors in biosensor design was provided with anti-CD63 to capture and 

determine the exosome. In this case, the electrode was immersed into the sample, then 

exosomes were captured by antibodies specific to the CD63 surface antigen. Immobilization 

process was optimized with EIS which can provide information about RCT changes on the 

electrode surface. Film formation (MUA) and analyte-specific antibody attachment via 

carbodiimide/succinimide chemistry was associated with an expected increase in charge 

transfer resistance, RCT, from 10.9 ±0.4 kΩ (RSD%, 3.95%, n=3) to 30.1±3.3 kΩ (RSD %, 

11%, n=3) for bare gold electrode and anti-CD63 modified electrode, respectively. 

Consequently, a prepared 4.00×1012 exosome particles µ𝐿−1 Colo 320 exosomes solution 

yielded in RCT 39.5±0.3 kΩ (RSD %, 0.67%, n=3). The Nyquist plot of the biosensor system 

designed for exosome detection is shown in Figure 2a. In this graph, the data obtained at each 



Anal. Bioanal. Electrochem., Vol. 14, No. 11, 2022, 1027-1043                                         1034 

 

modification step were compared with simulated ones according to the R(C(RW)) equivalent 

circuit model. Moreover, Bode diagrams of the bare gold electrode, MUA, anti-CD63 and Colo 

320 exosome modified gold electrode matrices and the frequency regions in the certain parts 

of the equivalent circuit were presented in Figure 2b.   

 

Figure 2. Nyquist plot (a) with measured (●) and simulated (■) data points and Bode Plot (b) 

of the bare, MUA, anti-CD63 and Colo 320 exosome (4.00×1012 exosome particles µ𝐿−1) 

modified gold electrode in 1mM K3[Fe(CN)6]/K4[Fe(CN)6]/ PBS 7.4 

 

CV measurements were taken after the modification process of the gold electrode and are 

indicated in Figure 3. According to these results, the current through the gold electrode was 

partially decreased by both anti-CD63 and exosome modification. No significant difference 

was observed in the different exosome concentrations applied.  

 

 

Figure 3. CV of electrodes with different modifications in solution of 1 mM Fe(CN)6
3−/4− in 

0.1 M KCl, from Colo320/AntiCD63/GE1 to Colo320/AntiCD63/GE5 represent 4.00×1012, 

1.20×1013, 2.00×1013, 2.80×1013 and 3.60×1013 exosome particles µ𝐿−1, respectively 
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3.2. Impedimetric Detection of Colo 320 Exosomes at Au/MUA/Anti-CD63  

The Bode diagram was obtained as a function of the impedance output via the frequency 

of the applied potential. In all impedance measurements, the logarithmic value of the real 

impedance (log |Z|/ohm), which is the Bode Diagram output, was taken as a basis and indicated 

in Table 2. In addition, the Bode diagram in which the real impedance data of each electrode 

is obtained before and after different concentrations of exosome incubation is shown in Figure 

4a. The RR values were calculated with the data obtained from this graph to be used in the 

calibration curve and were shown in Figure 4b. 

Figure 4. Bode diagram of the sensor before (●) and after (♦) applying the exosome at different 

concentrations (particles mL-1) and Relative responses of real impedance at 100 Hz (b) and Rct 

(c) by Randles Circuit Model. Error bars were generated from triplicate repeats across three 

independent electrodes. 

 

=100 Hzfat s concentration variousolo 320 samples of Cfor  sRelative response .2Table  

 

 

 

 

 

 

 

Three situations contribute to the electrical properties of the biosensor: (i) double layer 

effect arising from charged particles at the electrode surface, (ii) charge transfer between 

biomolecules and the electrode, (iii) diffusion component of the electroactive species to the 

electrode surface. After the exosome as a charged particle was bound onto the electrode, a 

double-layer effect was arisen by the applied potential at an impedimetric measurement. The 

decrease of relative response with the increase of the concentration of analytes indicated a 

better electron transfer for the ferrocyanide/ferricyanide redox couple [46,47]. Since the 

Concentration (exosome 

particles/µl) 

Signal  

(log|Z|/ohm) 
1210×4.00 0.0847 
1310×1.20  0.0429 
1310×2.00 0.0183 
1310×2.80  0.0112 
1310×3.60  0.0084 
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antibodies that are responsible for exosome capture on the electrode surface interact with the 

target biomolecule, this behavior creates a charge perturbation [48,49]. Therefore, the decrease 

in the impedance can be interpreted as a result of the increase in biomolecule concentration 

[50,51]. We also calculated the charge transfer resistance (RCT) and standard deviations 

corresponding to each concentration using the R(C(RW)) equivalent circuit model as indicated 

in Figure 4c. 

 

3.3. Study of Calibration Curves 

The analysis of the degree of relationship of the dependent variable with one or more 

independent variables, in other words ‘regression’, is the process of determining the model that 

best fits the curve formed by the data set. In regression, the best curve is expected to be as close 

as possible to the data points. Seemingly, a calibration curve with a calibration coefficient (R2) 

greater than 0.9900 acquires more accurate results [52]. 

Needless to say, it is quite important to choose the best curve-fitting model for the data 

points to provide the most reliable results. If there is a linear relationship between the variables, 

namely, if the values of one variable are directly proportional to the other variable's values in 

a given range, then linear regression fits the best and generates very accurate results for this 

case. Particularly, in our case, a calibration curve based on the concentration versus signal is 

usually constructed by the linear model y=mx+b. Here, the concentration and signal are 

symbolized as x and y, respectively, and m refers to the slope. As mentioned above, if we fit a 

linear function to the data obtained as a result of our experiments, with the absolute value of 

the slope of the calibration curve in Figure 5A, we obtain the function.  

𝑦 = −2 × 10−15x +  0.0792                                                                                                𝐸𝑞. 1 

The experimental signal results were compared with the signal results obtained by the linear 

function in Eq. 1 and the standard deviation was calculated for each concentration as 𝑠 =

0.01517. 

Moreover, we calculated L𝑂𝐷 𝑎𝑠 2.50 × 1013 𝑒𝑥𝑜𝑠𝑜𝑚𝑒 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠 µ𝐿−1 by the Eq.2. The 

calculation method for the LOQ is again based on the standard deviation of the response and 

the slope of the calibration curve as stated in Eq. 3. The LOQ is also calculated for all functions 

whose LOD calculations are made and shown in Table 3. 

𝐿𝑂𝐷 =
(

3.3 𝑥 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑡ℎ𝑒 
𝐼𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝑠 𝑜𝑓 𝑡ℎ𝑒 𝐶𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛 𝐶𝑢𝑟𝑣𝑒

)

(𝑆𝑙𝑜𝑝𝑒 𝑜𝑓 𝑡ℎ𝑒 𝐶𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛 𝐶𝑢𝑟𝑣𝑒)
                                                   𝐸𝑞. 2  

𝐿𝑂𝑄 =
(

10 𝑥 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑡ℎ𝑒 
𝐼𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝑠 𝑜𝑓 𝑡ℎ𝑒 𝐶𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛 𝐶𝑢𝑟𝑣𝑒

)

(𝑆𝑙𝑜𝑝𝑒 𝑜𝑓 𝑡ℎ𝑒 𝐶𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛 𝐶𝑢𝑟𝑣𝑒)
                                                   𝐸𝑞. 3 
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LOD and LOQ calculations were made for the determination method developed using the 

slope of function Eq. 2 and Eq. 3, respectively. However, since the slope calculation of 

nonlinear functions is complex, there is a restriction to use Eq. 2 and Eq. 3, directly. At this 

point, when the slope is calculated in the exponential function, second- and third-degree 

polynomial models, the equations mentioned become useful. 

Due to the complex nature of biological measurements, it may not always be possible to 

observe the linear response. Hayashi et al. presented a proposal for the limit of detection and 

range of quantitation in nonlinear calibration curve for competitive ELISA, and an uncertainty 

equation was derived based on the possible error sources [53,54]. Analogously, a linear 

calibration curve was not suitable to fit perfectly to obtained data in our experiments as it can 

be observed from the calibration coefficient R2=0.8351, which is quite less than 0.9900.  

Therefore, to increase the accuracy of our results (and R2), we aimed to fit other possible curves 

by nonlinear regression to the data. At this point, we considered the best exponential curve of 

the form y=ceAx, quadratic and cubic polynomial models. Then, the experimental signals were 

compared with the signals obtained theoretically by the exponential function by Eq. 4 in Figure 

5B. 

𝑃1(x) = c𝑒𝐴𝑥 =  0.1016𝑒−7𝐸−14𝑥                                                      𝐸𝑞. 4 

For the determination of LOD, the standard deviation was calculated for the best 

exponential curve by formula Eq. 2 as  𝑠 = 0.00592. 

In literature, the slope of a nonlinear graph, m, used in the calculation of LOD could be 

utilized as the maximum of the absolute slope from the value of the curves  [55,56]. The slope 

of the calibration curve drawn from the nonlinear equation of y=ceAx became the greatest in 

two cases: a) At the endpoints of the derivative for the functions of (𝑃1'(4.00×1012) and 

𝑃1'(3.60×1013)) b) The second derivative of the function was equal to zero or was undefined. 

Finally, we obtained two functions as below, 

𝑃1
′(x) = −0.7112𝐸 − 14𝑒−7𝐸−14𝑥, 

𝑃1
′′(𝑥) =  4.9784𝐸 − 28𝑒−7𝐸−14𝑥. 

Due to the fact that the exponential functions are defined for all real numbers and are never 

zero, and their derivatives involve themselves; their derivatives are never zero as well. In 

particular, 𝑃1
′′(𝑥) is never zero or undefined. Therefore, the point at the maximum absolute 

slope determined by evaluating the end points of (𝑃1'(4.00×1012) and 𝑃1'(3.60×1013)) as below: 

|𝑃1
′(4.00 × 1012)| = 5.3751𝐸 − 15 (𝑚𝑎𝑥) 

|𝑃1
′(3.60 × 1013)| = 5.7223𝐸 − 16. 
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Moreover, from Eq. 2 

𝐿𝑂𝐷 = 3.64 × 1012𝑒𝑥𝑜𝑠𝑜𝑚𝑒 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠 µ𝐿−1. 

Figure 5. Calibration curves for Colo 320 cell lines, acquired by first, second, and third-degree 

polynomial models, and exponential function model 

 

Although the obtained regression value of 0.9902 was close to the limit value of 0.9900, 

we considered another nonlinear equation to fit the calibration curve to obtain more accurate 

results. 

A correct polynomial model might be determined by using the number of bends in the 

curve, and the number of bends, n, in a calibration graph is critical to determine the plot of a 

polynomial function and its derivation to be LOD and LOQ. So, the best fitting method is 

generally found as (n+1)th degree of polynomial function [57] i.e. quadratic polynomial model 

for one bend, while cubic polynomial model two bends. However, the use of a complex model 

serves a difficulty to observe the concentration and signal relation compared to one of a linear 

function. Since we supposed one bend in the data of our study, we fitted the quadratic term to 

the nonlinear model in Fig. 5C. Since we are dealing with huge numbers for the concentration, 

unlike the previous two cases, in the construction of the best quadratic polynomial (and cubic 

polynomial, later on) we encountered some problems with finding the coefficients. To 

overcome this trouble, we used the command polyfit with scaling our values in software 

MATLAB and ended up with the following (scaled) polynomial function: 

𝑃2(𝑥𝑠) = 0.0171𝑥𝑠
2 − 0.0291𝑥𝑠 + 0.0195, 

where the scaled value of x is calculated by 𝑥𝑠 =
𝑥−2×1013

1.2649×1013. 
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Now, the standard deviation used in the determination of LOD was calculated from the best 

parabola as 𝑠 = 0.00222. Moreover, the slope of the calibration curve was calculated as 

mentioned in the previous model. So, we obtained: 

𝑃2
′(𝑥𝑠) = 7.9058 × 10−14(0.0342 𝑥𝑠 − 0.0291), 

𝑃2
′′(𝑥𝑠) =

0.0342

(1.2649 × 1013)2
 . 

Since the second derivative was a nonzero constant, the greatest absolute slope occurred 

only at the end points of our interval which are the highest and lowest concentration values. 

Thus, the greatest absolute slope value was obtained for 𝑃2
′(4.00×1012) as follows: 

|𝑃2
′(4.00 × 1012)| = 5.721 × 10−15 (𝑚𝑎𝑥) 

|𝑃2
′(3.60 × 1013)| = 1.119 × 10−15. 

Moreover, by Eq. 3  

𝐿𝑂𝐷 = 1.28 × 1012 𝑒𝑥𝑜𝑠𝑜𝑚𝑒 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠 µ𝐿−1. 

In the quadratic polynomial model, R2 was found as 0.9953, which is a more reasonable 

value compared to the previous models, yet we thought a higher degree polynomial model 

would give a better fitting and so the cubic polynomial model was performed by supposing two 

bends in the calibration curve. Lastly, we fitted the best cubic polynomial function for the 

calibration curve in Figure 5D, and as mentioned above, the polyfit command with scaling 

option in MATLAB showed the best cubic polynomial function 

𝑃3(𝑥𝑠) = −0.0042𝑥𝑠
3 + 0.0171𝑥𝑠

2 − 0.0234𝑥𝑠 + 0.0195, 

where the scaled value of x was calculated by 𝑥𝑠 =
𝑥−2×1013

1.2649×1013.   

The calibration coefficient of this cubic polynomial function was R2 = 0.9994, indicating 

almost perfect regression for our data. For the calculation of LOD, the standard deviation was 

calculated as 𝑠 = 0.000811.  Moreover, we obtained the following functions, 

𝑃3
′(𝑥𝑠) = 7.9058 × 10−14 × (−0.0126𝑥𝑠

2 + 0.0342𝑥𝑠 − 0.0234), 

𝑃3
′′(𝑥𝑠) = 6.2501 × 10−27 × (−0.0252𝑥𝑠 + 0.0342). 

Thus, 𝑃3
′′(𝑥𝑠) equals to zero when 

𝑥𝑠 = 1.3571, 𝑜𝑟 𝑥 = 3.7167 × 1013. 

Obviously, this value was out of the interval [4.00×1012, 3.60×1013] for 𝑥 values, hence 

𝑃3
′(𝑥𝑠) can not be maximum slope at this point. Therefore, we only consider the following 

slope values at the end points of the interval: 

|𝑃3
′(4.00 × 1012)| = 6.8638 × 10−15 (𝑚𝑎𝑥) 

|𝑃3
′(3.60 × 1013)| = 2.3723 × 10−17. 
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Moreover, by Eq. 2, LOD was calculated as 3.90 × 1011𝑒𝑥𝑜𝑠𝑜𝑚𝑒 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠 µ𝑙−1. 

Mathematically, although nonlinear function models are much more suitable for nonlinear 

data compared to the linear function models, these models are rarely utilized in sensor 

applications. The results in Table 3 indicated that the calibration curve for the study of the 

determination of exosomes isolated from Colo 320 cell lines with the highest calibration 

coefficient (R2=0.9994) and the lowest standard deviation (s=0.000811) was calculated from 

the cubic polynomial model.  

 

Table 3. Comparing the curve-fitting effectiveness of the different methods 

 

4. CONCLUSION 

We designed a biosensor for high concentration Colo 320 samples and developed a 

mathematical approach to finding the most reliable and accurate LOD value in calibration 

graph obtained from limited data and a narrow range of concentrations. We applied an 

electrochemical impedimetric analysis, which is one of the highly sensitive and label-free 

techniques for the quantification of Colo 320 exosomes in high concentrations. To determine 

the LOD and working range, four different mathematical models have been applied by using 

the concepts of curve fitting techniques for a linear function, exponential function, quadratic 

polynomial, and cubic polynomial. LOD value for exosome detection was 3.90×1011 particles 

µL−1 from third-order polynomial function as the lowest value of LOD. This paper serves as a 

powerful methodology to determine the exosome quantity in their high concentrations of media 

such as cell culture and to estimate LOD and LOQ values for a limited number of data groups 

that highly differ from the data in the calibration plot. This approach provides a fundamental 

concept for label-free electrochemical analysis of exosomes in their high concentrations. 

 

Appendix A. Supplementary data 
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Equation Methods 

Calibration 

Coefficient 

’2‘R 

Standart 

Deviation 

‘s’ 

LOD 

Exosomes 

/µL 

LOQ 

Exosomes 

/µL 

0.0795x + 15-10×2-y= 0.8351 0.01517 1310×2.50 1310×7.59 
14x-8E-)=0.1032e𝑥(1𝑃 y= 0.9902 0.00592 1210×3.64 1310×1.10 

+0.0195s𝑥0.0291−2
s𝑥)=0.0171𝑠𝑥(2𝑃y= 0.9953 0.00222 1210×1.28 1210×3.88 

+0.0195𝑠𝑥0.0234−2
𝑠𝑥+0.01713

𝑠𝑥=−0.0042)𝑠𝑥(3𝑃y= 

 
0.9994 0.000811 1110×3.90 

1210×1.18 
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